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The dimension of a matrix is the number of rows by the number of columns.

Simple Operations

Sum and Difference

Both matrices must have the same dimension.

The resulting matrix is obtained by adding or subtracting corresponding entries.

Entries of two matrices correspond if they are in the same row and column.

Scalar Product

Multiplying every entry in a matrix by a fixed value.

Multiplication

Two matrices can be multiplied together ONLY if the number of columns in the first matches the number of rows in the second.

Let’s first define a concept called “inner product”:

1. Pair up the elements from a row of the first matrix with a column of the second matrix (this is why number of columns has to match number of rows).

2. Multiply each pair together.

3. Add all the results together.

Each entry in the resultant matrix is an inner product of the two original matrices.

1. The inner product of the 1st row and 1st column is the entry in row 1 column 1.

2. The inner product of the 1st row and 2nd column is the entry in row 1 column 2.

3. The inner product of the 2nd row and 1st column is the entry in row 2 column 1.

4. The inner product of the 2nd row and 2nd column is the entry in row 2 column 2.

Matrix Equations

Equations are often written with all variables on the left side and all constants on the right. For a system of N equations in this form, you could write it as a matrix equation. A matrix equation contains three matrices:

1. An NxN matrix of the coefficients.

2. An Nx1 matrix of the variables.

3. An Nx1 matrix of the constants

The left side of the equation is the product of the coefficient matrix and the variable matrix.

The right side of the equation is the constant matrix.


