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Simple Regression

If we study the scatter diagram, we could eyeball the line that would go through the approximate center of the “cloud” of dots.
We can calculate that line using a process called the least-squares method.

Imagine the line through the cloud of dots. Draw a line segment from each dot directly to the line. What we want to do is minimize the overall sum of the distances. The line that does this is called the least-squares line, the line of best fit, or the regression equation.

The problem is, if we add together all of the distances, the value will come out very nearly zero because the negatives will counter-balance the positives. So, we square the differences first.

The general form of the least-squares equation is:
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where:
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; b is the slope
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; a is the y-intercept

In the above formulas:
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 is the mean (average) of the y values
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Simple Regression (cont.)

Testing the Slope
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Left-tail
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Right-tail
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Two-tail
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Confidence Interval for 
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Multiple Regression
The general form of the regression equation is: 
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The variable on the left is called the response variable.

The variables on the right are called the explanatory variable.
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	Coefficient number.
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	Number of coefficients.
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	Specific suggested coefficient.
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	Specific accepted coefficient.
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	Standard error for a specific coefficient.


Testing a Coefficient
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Two-tail

	7. 
	t-test, 
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Confidence Interval for a Coefficient
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Residuals

A residual is the difference between an observed 
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 and the calculated 
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The goal of the least-squares property is to obtain the smallest possible sum of the squares of the residuals.

Why the sum of the squares? Because the sum of the residuals will always be very close to zero.
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